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ABSTRACT

Mammalian genomes encode numerous cis-natural
antisense transcripts (cis-NATs). The extent to
which these cis-NATs are actively regulated and
ultimately functionally relevant, as opposed to
transcriptional noise, remains a matter of debate.
To address this issue, we analyzed the chromatin
environment and RNA Pol II binding properties
of human cis-NAT promoters genome-wide. Cap
analysis of gene expression data were used to
identify thousands of cis-NAT promoters, and
profiles of nine histone modifications and RNA
Pol II binding for these promoters in ENCODE cell
types were analyzed using chromatin immuno-
precipitation followed by sequencing (ChIP-seq)
data. Active cis-NAT promoters are enriched with
activating histone modifications and occupied by
RNA Pol II, whereas weak cis-NAT promoters are
depleted for both activating modifications and RNA
Pol II. The enrichment levels of activating histone
modifications and RNA Pol II binding show peaks
centered around cis-NAT transcriptional start sites,
and the levels of activating histone modifications at
cis-NAT promoters are positively correlated with
cis-NAT expression levels. Cis-NAT promoters also
show highly tissue-specific patterns of expression.
These results suggest that human cis-NATs are
actively transcribed by the RNA Pol II and that
their expression is epigenetically regulated, pre-
requisites for a functional potential for many of
these non-coding RNAs.

INTRODUCTION

In recent years, it has become evident that substantial
portions of mammalian genomes are actively transcribed
as non-coding RNA, including thousands of cis-natural
antisense transcripts (cis-NATs) (1–5). Cis-NATs are

transcripts produced from within the protein-coding loci,
but from the opposite strand, and are thus complementary
to the sense mRNA transcript (Figure 1a). Cis-NATs may
play important regulatory roles via transcriptional inter-
ference caused by collisions of RNA polymerase
complexes moving in opposite directions across the same
locus (3,6) or through the formation of double-stranded
RNA leading to post-transcriptional silencing through
RNA interference (7,8). However, the extent to which
non-coding RNAs in general, and cis-NATs in particular
are biologically functional remains a matter of debate.
Some studies have suggested that the majority of
non-coding RNA transcripts are non-functional and
simply represent transcriptional noise (9,10), while others
have found evidence in support of the function for
numerous non-coding RNAs (11–13).

Previously, investigators have interrogated the func-
tional potential of novel non-coding RNA transcripts by
evaluating the chromatin environment in-and-around
their promoters (12,14,15). These studies were motivated
by the fact that the promoters of well-characterized
human genes have characteristic chromatin properties,
including distinct protein binding and histone-
modification profiles, and these particular chromatin
environments give indications as to the biological mech-
anisms, both genetic and epigenetic, by which the genes
are regulated (12,14,15). For example, chromatin
immunoprecipitation (ChIP-seq) studies have revealed
that the promoters of actively transcribed genes are
occupied by RNA Pol II and marked with a suite of
specific histone tail modifications, such as acetylation of
the lysine at position 9 of histone H3 (H3K9Ac) (16–18),
whereas silent gene promoters are depleted for RNA Pol
II and enriched for known repressive modifications such
as trimethylation of lysine 27 of histone H3 (H3K27Me3).
On the other hand, it has been shown that the promoters
of many novel non-coding transcripts that have been
characterized by high-throughput sequencing methods,
but for which there is no additional supporting informa-
tion, do not show enrichment for histone modifications
or an active chromatin environment (12,14,15).

*To whom correspondence should be addressed. Tel: +404 385 2224; Fax: +404 894 0519; Email: king.jordan@biology.gatech.edu

1438–1445 Nucleic Acids Research, 2012, Vol. 40, No. 4
doi:10.1093/nar/gkr1010

� The Author(s) 2012. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/
by-nc/3.0), which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited.

 at G
eorgia Institute of T

echnology on February 29, 2012
http://nar.oxfordjournals.org/

D
ow

nloaded from
 

http://nar.oxfordjournals.org/


Thus, chromatin can be used to discriminate between the
promoters of actively regulated genes versus putative tran-
scription start site (TSS) that probably represents tran-
scriptional noise.

In this study, we evaluated the chromatin environment
surrounding hundreds of thousands of human cis-NATs
across six different ENCODE cell types for 10 RNA
isolation conditions. We sought to establish whether or
not cis-NAT promoters show patterns of activity and
chromatin modifications that are consistent with epigen-
etic regulation. We found that active cis-NAT promoters
are enriched with active histone modifications and
occupied by RNA Pol II, whereas silent cis-NAT pro-
moters are depleted for both active modifications and
RNA Pol II and enriched for the repressive modification
of H3K27Me3. These data provide evidence for the
epigenetic regulation of numerous human cis-NATs,
presumably a prerequisite of their potential function as
gene regulators.

METHODS

Cap analysis of gene expression data analysis

Human cis-NAT promoters were delineated using Cap
analysis of gene expression (CAGE) data from the
ENCODE repository on the UCSC Genome Browser

(19). CAGE data from six cell types and across 10 RNA
isolation conditions were used for this study. The cell
types are: GM12878, H1HESC, HepG2, HUVEC, K562
and NHEK. The RNA isolation conditions consist of
polyadenylated and non-polyadenylated RNA fractions
from whole cells, cytoplasm, nucleus, nucleolus and
nucleoplasm. Altogether, a total of 16 different CAGE
data sets were analyzed here (Table 1, Supplementary
Table S1). CAGE tags from each data set mapped to
the reference sequence of the human genome (NCBI
build 36.1; UCSC version hg18) (20) were clustered by
their genomic locations to identify promoters. CAGE
clusters with two or more colocated tags have been previ-
ously shown to represent validated TSSs (21,22); accord-
ingly, CAGE clusters containing two or more overlapping
tags were used for the promoter analyses reported here.
For each CAGE cluster, the actual TSS was characterized
by finding the base with the highest density of mapped
CAGE 50-ends (Figure 1b). CAGE clusters that were anti-
sense to a protein-coding locus from the UCSC known
genes set were taken to be cis-NAT promoters as previ-
ously described (2) (Supplementary Table S2). To reduce
contamination of the cis-NAT TSS by the possible
degradation products of mRNAs, all CAGE clusters
that overlapped an exon of the UCSC gene set were
removed from the set of cis-NATs. CAGE clusters
within 250 bp of an annotated TSS of a protein-coding
loci were taken to be genic promoters and the TSS taken
as the base with peak CAGE tag density. As a control,
CAGE clusters that overlapped an exon of the UCSC gene
set and were in the same orientation as the exon were
kept for analysis.

ChIP-seq data analysis

Histone modification and RNA Pol II occupancy for
cis-NAT promoters were evaluated using ChIP-seq data
from the ENCODE repository on the UCSC Genome
Browser (20). Where available, FASTQ ChIP-seq data
for the H3K4Me1, H3K4Me2, H3K4Me3, H3K9Ac,
H3K9Me1 H3K27Me3, H3K27Ac, H3K36Me3 and

Figure 1. Delineation and analysis of cis-NAT promoters. Cis-NATs
are initiated from protein-coding gene loci and transcribed in the
opposite (antisense) direction. (a) Example of a protein-coding gene
locus with a genic promoter that drives transcription in the 50-to-30

direction along with a cis-NAT promoter that initiates 30-to-50

transcription within the locus. (b) cis-NAT TSSs were defined using
clusters of overlapping antisense CAGE tags. Specific cis-NAT TSS
locations were taken as the base with the highest density of mapped
CAGE tags within the cluster. (c) cis-NAT promoter sequences were
taken as genomic regions immediately flanking cis-NAT TSS, and the
chromatin environment of cis-NAT promoters was analyzed using
ChIP-seq data for histone modification and RNA Pol II binding.

Table 1. Numbers of cis-NAT promoters identified by CAGE clusters

in each cell line, subcellular location and polyadenylation state

Cell Line Subcellular
location

Poly-A� Poly-A+ Total

GM12878 Cytosol 24 107 – –
Nucleoplasm – – 165 430
Nucleus 62 704 – –

H1HESC Whole cell 67 216 – –
HEPG2 Cytosol 33 862 – –

Nucleoplasm – – 214 364
Nucleus 265 896 – –

HUVEC Cytosol 25 309 – –
K562 Cytosol 164 399 30 867 –

Nucleoplasm – – 79 677
Nucleolus – – 112 308
Nucleus 313 003 148 461 –

NHEK Cytosol 11 650 – –
Nucleus 178 016 – –
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H4K20Me1 modifications in the GM12878, H1HESC,
HepG2, HUVEC, K562 and NHEK cell types were
taken from the ENCODE repository. A non-specific
input ChIP-seq control data set was also analyzed for
each of the ENCODE cell types. All ChIP-seq data were
mapped to the May 2006 build of the human genome
reference sequence (NCBI 36.1; UCSC hg18) using
BowTie (23), keeping the best alignments with ties
broken by quality scores. Any reads with more than
20 possible mappings were discarded. Remaining reads
with multiple, high-quality mappings were resolved using
GibbsAM (24) (Supplementary Table S3). Tag counts for
a given modification were normalized by dividing the total
number of mapped tags for that modification, then
multiplying by 10 million. ChIP-seq data were used to
characterize the chromatin environment proximal to
CAGE-characterized cis-NAT promoters (Figure 1c).

Association mining analysis

For each cell type, we used only the CAGE data from the
nucleus (GM12878, HEPG2, K562 and NHEK), cytosol
(HUVEC) or whole cell (H1HESC) isolate to classify the
activity of sense genic promoters in relation to the sum of
cis-NAT activity for the genic promoter, i.e. the sum of
downstream cis-NAT promoter activity. For each cell
type, genic promoters that had CAGE tags associated
were ranked by their CAGE tag counts, and the top
25% were classified as ‘high activity’ in the cell type,
while genic promoters that had no CAGE data or were
in the bottom 25% were classified as ‘low activity’ in the
cell type. The same was done for the cumulative down-
stream cis-NAT activity of the genic promoters. This
resulted in four possible classification combinations for
cis-NAT and genic activity levels: (i) high cis-NAT and
high gene; (ii) high cis-NAT and low gene; (iii) low
cis-NAT and high gene; and (iv) low cis-NAT and low
gene. We then used association mining to calculate

the value of the ‘Interest (I)’ parameter, as previously
described (25), which is the ratio of the observed frequency
of co-occurrence of any two classifications divided by their
expected co-occurrence based on random association.

Statistical analysis

Student’s t-tests were used to compare differences in the
average number of normalized ChIP-seq tags ±5kb of
cis-NAT promoters for different cis-NAT-activity levels
(Figure 2). We used the statistical software R for
calculating the Spearman’s rank correlation coefficients
for all correlation analyses (Supplementary Figures
S16–S31). The statistical significance of Spearman’s rank
correlation coefficients r was determined using the
Student’s t distribution with df= n�2 with the formula
t ¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� 2Þ=ð1� r2Þ

p
(26).

RESULTS AND DISCUSSION

Large-scale identification of cis-NAT TSS

CAGE is a method for characterizing the 50-end of RNA
transcripts; genomic mapping of CAGE sequence tags
identifies TSSs and promoters (27,28). CAGE combined
with high-throughput sequencing can identify many thou-
sands of TSS, while at the same time quantifying their
promoter activity via the number of reads mapping to
each TSS. CAGE data were analyzed as described in the
‘Methods’ section to identify cis-NAT promoters in the
human genome for the 16 different combinations of
ENCODE cell type and RNA isolation conditions
analyzed here. The number of cis-NAT promoters
identified in this way ranges from 11 650 to 313 003
across the ENCODE cell types (Table 1, Supplementary
Table S2). We evaluated whether the large differences in
cis-NAT promoters identified across cell types were due
to differences in the numbers of CAGE tags per library
or differences in sequencing quality across libraries.

Figure 2. Enrichment of chromatin modifications and RNA Pol II at cis-NAT promoters. Cis-NAT promoters identified in the NHEK cell type were
divided into four bins based on their activity (from lowest to highest activity), and the normalized average numbers of ChIP-seq reads from each
histone modification ±5kb of the cis-NAT TSS were calculated for each bin. A ‘+’ or ‘�’ above a bar indicates that the number of ChIP-seq reads
for that bin and modification is significantly higher or lower, respectively, than the control for that bin (P< 0.001). A ‘+’ or ‘�’ within the bar
indicates that a bin is significantly enriched or depleted, respectively, for the histone modification compared to the next lowest activity bin
(P< 0.001). Error bars shown are the SEM.

1440 Nucleic Acids Research, 2012, Vol. 40, No. 4

 at G
eorgia Institute of T

echnology on February 29, 2012
http://nar.oxfordjournals.org/

D
ow

nloaded from
 

http://nar.oxfordjournals.org/cgi/content/full/gkr1010/DC1
http://nar.oxfordjournals.org/cgi/content/full/gkr1010/DC1
http://nar.oxfordjournals.org/cgi/content/full/gkr1010/DC1
http://nar.oxfordjournals.org/cgi/content/full/gkr1010/DC1
http://nar.oxfordjournals.org/cgi/content/full/gkr1010/DC1
http://nar.oxfordjournals.org/


Library-specific read-count values and read-quality scores
are not significantly correlated with the numbers of cis-
NAT promoters identified across cell types, suggesting
that the differences observed do not result from
the CAGE data abundance or quality.

Enrichment of chromatin modifications and RNA Pol II
at cis-NAT promoters

To characterize the relationship between local chromatin
modifications and cis-NAT promoter activity, we
analyzed the number of ChIP-seq tags from each histone
modification and RNA Pol II, proximal (±5kb) to each
cis-NAT TSS. The analysis of cis-NAT chromatin
modifications was conducted for 16 combinations of 6
ENCODE cell types over 10 RNA isolation conditions.
Here, we present an example of these results for one
cell type and condition (NHEK cis-NATs characterized
from nuclear non-polyadenylated RNA); results for all
other cell types and conditions are detailed in the
Supplementary Data. Cis-NAT promoters were binned
into four equal-sized bins based on their promoter
activity, from lowest to highest activity, as measured by
CAGE tag counts. Histone modifications and RNA Pol II
occupancy were then compared for cis-NAT promoters
with different levels of activity. Cis-NAT promoters
showed significant increases in ChIP-seq tag counts
for the activating histone modifications H3K4Me1,
H3K4Me2, H3K4Me3, H3K9Ac, H3K27Ac with
increasing levels of cis-NAT promoter activity
(Figure 2). Furthermore, each of these modifications
shows significantly greater average cis-NAT tag counts
than seen for the ChIP-seq control (Figure 2). These
histone modifications have previously been characterized
as activating modifications by virtue of their association
with the promoters of actively transcribed genes (16–18).
H3K27Me3, on the other hand, is known as a repressive
modification that is associated with silent genes, and
ChIP-seq tag counts for H3K27Me3 are lower than seen
for the control in all cis-NAT promoter activity bins
(Figure 2). Similar qualitative patterns are seen for
H3K9Me1, H3K36Me3 and H4K20Me1, but the tag
counts do not vary as much with cis-NAT promoter
activity. This may be due to the fact that these modifica-
tions are associated with transcribed regions, where the
cis-NAT promoters are located, as opposed to promoter
regions per se (16,17). In other words, chromatin signals of
promoter activity for these marks may be obscured by the
fact that they are enriched within gene bodies where the
cis-NATs are located. Overall, the patterns of enrichment
seen for histone modifications at cis-NAT promoters
suggest that the cis-NATs identified here are epigenetically
modified in accordance with their relative expression levels
and are thus likely to be specifically regulated, which is a
precondition for their functional relevance, as opposed to
non-specific artefacts such as RNA degradation products.
For all activity levels, the level of Pol II binding is higher
than seen for the non-specific input control, suggesting
that regions near cis-NAT promoters are bound by Pol
II. Qualitatively similar patterns of histone modification
and Pol II occupancy across different cis-NAT promoter

activity levels were seen for 14 out of the 15 remaining
CAGE data sets analyzed here; the only exception was
the NHEK cytosol CAGE data set (Supplementary
Figures S1–S15).
To further evaluate whether histone modifications

were correlated with cis-NAT promoter activity, cis-
NAT promoters were divided into 200 bins based on
activity as measured by CAGE tag counts. Cis-NAT
TSS CAGE tag counts were then compared to ChIP-seq
proximal promoter histone modification and RNA
Pol II tag counts using the Spearman’s rank correlation
(Supplementary Figures S16–S31). Cis-NAT promoter
activity and histone modifications generally showed
positive correlations for the activating H3K4 methylations
and H3K9 and H3K27 acetylations and weaker, though
still positive correlations for the H3K9Me1, H3K36Me3
and H4K20Me1 modifications. A weaker negative correl-
ation was seen for the repressive H3K27Me3 modification.
As would be expected for actively transcribed promoters,
there was also a positive and significant correlation
between cis-NAT promoter activity and RNA Pol II
presence and RNA-seq read density.

Histone modification, RNA Pol II occupancy and
transcription near cis-NAT promoters

The enrichment of activating histone modifications
and RNA Pol II occupancy near active cis-NAT pro-
moters suggests that cis-NAT expression is epigenetically
regulated; however, this enrichment could result from
cis-NATs being located in open chromatin regions inside
gene bodies, and not from the promoters being specifically
modified to regulate their activity. To evaluate this possi-
bility, we analyzed the distribution of histone modifica-
tions and RNA Pol II occupancy around cis-NAT TSS.
If the enrichment of chromatin modifications observed for
cis-NATs is due solely to their location in open chromatin,
then we do not expect to see any variability in enrichment
along chromosomal regions surrounding cis-NATs.
On other hand, actively regulated cis-NATs would be
expected to show modification peaks centered around
the TSS as has been seen for the promoters of protein-
coding loci (14,16–18).
Cis-NAT promoters were broken down by activity level,

as described above, and the average numbers of ChIP-seq
tags were calculated for 10 base-pair windows ±5kb from
cis-NAT TSS (Figure 3). Methylations of H3K4
(H3K4me1, H3K4me2 and H3K4me3) are known
activating marks of promoters (16), and were all found
to be enriched near cis-NAT promoters for the NHEK
nuclear non-polyadenylated RNA data set (Figure 2). In
further accordance with their epigenetic regulation, peaks
of ChIP-seq read density from the H3K4Me1, H3K4Me2
and H3K4Me3 modifications were observed on either
side of the cis-NAT TSS in this same data set, with
more active promoters being more highly modified on
average (Figure 3b, c and d). A notable dip can be seen
near the cis-NAT TSS for these three modifications,
suggesting nucleosome absence, similar to what has been
seen at canonical TSS in CD4+ T-cells (18). Similar
patterns were seen for the activating acetylations of
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H3K9 and H3K27 (Figure 3e and g). No discernable
difference between bins was seen for the repressive mark
H3K27Me3 (Figure 3j). The similarities seen for the
genomic distributions of cis-NAT promoter modifications
to those of protein-coding loci promoters (14,16–18)
provide evidence that cis-NAT expression is not simply
transcription resulting from open chromatin, but is specif-
ically regulated. The nucleosome absence seen even at the
TSS with the lowest activity suggests that these TSS,
which are identified by only a small number of CAGE
tags, are bona fide TSS that has been epigenetically
silenced by histone deacetylation. Pol II occupancy is
seen at the TSS for all activity bins, with the higher
activity bins showing a much higher occupancy, in accord-
ance with the activity of the bins (Figure 3k). The
H3K9Me1, H3K36Me3 and H4K20Me1 modifications
show levels of enrichment similar to the control with
no observable enrichment on either side of the TSS
(Figure 3g, h and i). This is likely to be due to the fact

that these modifications are associated with actively
transcribed regions, such as gene bodies, where the
cis-NAT TSS in this study is located (16,17). RNA-seq
data also peak near the cis-NAT promoters and increase
with cis-NAT promoter activity (Figure 3l). Patterns of
modification near cis-NAT TSS using CAGE and
ChIP-seq data were qualitatively similar for 10 out of
the 15 remaining CAGE data sets analyzed here; the
HepG2 nucleus, K562 nucleoplasm and both K562
nucleus CAGE sets have greatly distorted patterns of
modification (Supplementary Figures S32–S46). Taken
together, these data indicated that cis-NAT promoters
show genomic distributions of histone modifications and
RNA Pol II binding around TSS that are consistent with
specific activation of transcription at the TSS as opposed
to a simple accumulation of activating marks inside
actively transcribed protein-coding gene regions.

For comparison, the same chromatin enrichment
analyses were done for CAGE clusters associated with

Figure 3. Chromatin modification, RNA Pol II binding, and transcription around cis-NAT promoters. Cis-NAT promoters identified in the NHEK
cell type were divided into four bins based on their activity (lowest to highest), and the normalized average numbers of ChIP-seq (a–k) or RNA-seq
(l) reads in 10 bp windows ±5kb of the cis-NAT TSS (at position 0) were calculated for each bin.
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genic promoters in the 6 ENCODE cell types. The
patterns of local histone modifications for these promoters
were largely qualitatively similar to those seen for the
cis-NAT promoters (Supplementary Figures S47–S62)
(14,16–18). However, histone modification levels and
RNA Pol II binding are substantially more enriched
around genic promoters. In addition, genic promoters
show distinct enrichment patterns for H3K9Me1,
H3K36Me3 and H4K20Me1; these differences are likely
due to the location of cis-NATs in gene bodies, which
differ with respect to the distribution of these particular
modifications. Overall, these results further support the
functional and regulatory potential of cis-NAT promoters
that are actively transcribed, albeit at lower levels
than genic promoters.

It is formally possible that the cis-NAT chromatin
enrichment patterns observed here can be attributed the
fact that the cis-NATs were identified using CAGE, and
any CAGE cluster would show such a pattern. To control
for this possibility, we performed a similar analysis using
CAGE clusters overlapping exons in the sense orientation,
which may not be expected to show the same pattern of
modification as CAGE clusters associated with genuine
promoters. Indeed, sense exonic CAGE clusters have
previously been suggested to represent transcriptional
degradation products, as opposed to promoters, and
were not found to have shown promoter characteristic
chromatin profiles (29). Here, we performed the same set
of chromatin enrichment analyses done for cis-NATs on
exonic CAGE clusters. The patterns of histone modifica-
tions near exonic CAGE clusters are markedly different
from those seen for cis-NAT promoters and genic pro-
moters (Supplementary Figures S63–S78). These results
indicate that the cis-NAT chromatin enrichment profiles
observed here are not simply a generic marker for the
presence of CAGE clusters.

Differential expression of cis-NAT promoters

Differential expression of cis-NATs was measured by
counting the fraction of the six ENCODE cell types in

which each cis-NAT promoter was expressed. In order
to remove cis-NATs whose expression falls below the
limit of CAGE detection, only those cis-NAT promoters
that show activity higher than the 90th percentile in some
cell type were used. On average, these cis-NAT promoters
are expressed in 33% of the ENCODE cell types studied
here compared to 43% seen for genic promoters
(Figure 4a), this difference is statistically significant
(P& 0, Wilcoxon’s rank sum) indicating that cis-NAT
expression is more cell-type specific than genic expression.
Rarefaction curve analysis was used to evaluate the

extent to which each individual CAGE data set uncovers
novel cis-NAT promoters compared to novel genic pro-
moters. For this analysis, the average numbers of cis-NAT
or genic promoters detected across all possible CAGE
data set combinations, ranging from 1 to 16 data sets,
were calculated. Compared to genic promoters, a signifi-
cantly smaller fraction of cis-NAT promoters is detected
when one or only fewer than eight CAGE data sets are
considered (P< 0.001, Wilcoxon’s rank sum) (Figure 4b).
For both genic and cis-NAT promoters, the number of
new promoters detected decrease rapidly as more CAGE
sets are considered, suggesting that most cis-NAT and
genic promoters have been captured. The differences
seen for the cis-NAT versus genic curves further under-
score the extent to which cis-NATs are specifically
regulated.

Association between cis-NAT and genic promoter activity

Previous studies have suggested that the presence of
cis-NATs leads to the downregulation of gene expression
(6). If cis-NATs are indeed repressive regulatory elements,
then one may expect to observe a negative correlation
between cis-NAT expression levels and the expression
levels of the genes in which they are found. To evaluate
this prediction, we regressed the activity levels of genic
promoters with those of the corresponding cis-NAT
promoters, however, no correlation was apparent
(Supplementary Figures S79–S84). Therefore, we used a
more sensitive data mining approach to search for possible

Figure 4. Differential expression of cis-NAT promoters compared to genic promoters. Cis-NAT promoters that showed activity greater than the
90th percentile of cis-NAT promoters in at least one cell type were considered for analysis. (a) The average fraction of cell types where individual
cis-NAT or genic promoters are detected. (b) Rarefaction curve showing the relationship between the number of cis-NAT (black) and genic (grey)
promoters found (y-axis) for each possible combination of 1–16 CAGE data sets (x-axis). Error bars shown are the SD.
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associations between genic promoter activity and cis-NAT
promoter activity. To do this, genic promoters were clas-
sified as having high or low activity, and the correspond-
ing genes were classified as having high or low cis-NAT
activity in each of the six cell types as described above.
Association mining then was used to evaluate the levels of
co-occurrence of the four possible gene and cis-NAT
activity category combinations: (i) high cis-NAT and
high gene; (ii) high cis-NAT and low gene, (iii) low
cis-NAT and high gene; and (iv) low cis-NAT & low
gene. We found that co-occurrence of high cis-NAT and
high genic promoter activity occurs approximately twice
as frequently as would be expected by chance (Figure 5,
Supplementary Table S4). Similarly, the frequency of
high/low associations is much lower than would be
expected and the frequency of low/low associations is
higher than expected. This association remains when
only those cis-NAT promoters distal (>2.5 kb down-
stream) to the genic promoter or proximal (<2.5 kb
downstream) to the genic promoter are considered
(Supplementary Figures S85–S86, Supplementary Tables
S5 and S6). These results raise the possibility that the
majority of cis-NATs are activating rather than repressive
regulatory elements.

CONCLUSIONS

It has been known for some time that there is active
antisense transcription in the human genome, though it
has only recently become appreciated how pervasive it
is. However, the functional significance of human
cis-NATs is a matter of debate; it is possible that many
of the apparent cis-NATs actually represent transcription-
al noise or degraded fragments of sequence processed

from larger transcripts. Here, we have attempted to
address the potential functional significance of human
cis-NATs genome-wide by evaluating the chromatin
environment and regulatory properties of their promoters.
This approach is based on the rationale that specifically
regulated promoters will have distinct chromatin profiles
and protein binding properties. Accordingly, the presence
and distribution of such chromatin features at the pro-
moters of novel uncharacterized transcripts, when con-
sidered together with their relative activity levels, can be
used to provide support for their regulation and potential
functional significance.

Taking advantage of the methods for characterizing
protein binding and histone modifications genome-wide,
we demonstrate that active human cis-NAT promoters are
in fact enriched for histone modifications and RNA Pol II
binding. Furthermore, histone modifications and RNA
Pol II binding peak at cis-NAT TSS, and the levels of
histone modifications and RNA Pol II binding are
correlated with the activity of the cis-NAT promoters.
These data suggest that the expression of human
cis-NATs is driven by RNA Pol II and at least partially
regulated by the modification of histone tails. While the
specific function of individual cis-NATs remains an open
question, the fact that the cis-NAT promoters are bound
by RNA Pol II and epigenetically modified suggests that
they are specifically regulated. Indeed, the presence of
both cis-NAT promoters with activating marks and cis-
NAT promoters with repressive marks is consistent with
the high levels of differential expression observed here for
cis-NATs and tissue-specific regulation of their function.
While the cis-NAT chromatin and expression features
uncovered here are consistent with a functional role
as regulators, they may also be taken to represent a
required precondition of function. Definitive confirmation
of the functional role for cis-NATs will await experimental
validation of individual cases.
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